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Sonoluminescence is the production of light from acoustically forced bubbles; sono-
chemistry is a related chemical processing technique. The two phenomena share a
sensitive dependence on the liquid phase. The present work is an investigation of
the fate and consequences of water vapour in the interior of strongly forced argon
micro-bubbles. Due to the extreme nonlinearity of the volume oscillations, excess
water vapour is trapped in the bubble during a rapid inertial collapse. Water vapour
is prevented from exiting by relatively slow di¬usion and non-equilibrium conden-
sation at the bubble wall. By reducing the compression heating of the mixture and
through primarily endothermic chemical reactions, the water vapour reduces the tem-
peratures within the bubble signi­ cantly. The quantity and disposition of hydroxyl
radicals produced within the bubble are studied in some detail, as this is of keen
interest in sonochemistry. It was recently shown by Moss and co-workers that light
emission from a sonoluminescence bubble depends sensitively on the water-vapour
content. The quantity of trapped water vapour determined in the present analysis
is in excellent agreement with the amount found by Moss and co-workers to match
photon yields and pulse widths of recent experiments.
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1. Introduction

Single-bubble sonoluminescence (SBSL) results from the intense focusing of acoustic
energy by a single cavitation bubble; during the violent bubble collapse, the gas inside
the bubble becomes hot enough to emit a brief ®ash of light (Barber et al . 1997).
Sonochemistry is based on similar principles, where the collapses of many acousti-
cally forced bubbles create high temperatures and pressures that promote chemical
activity within or near the bubbles. A number of chemical processing applications
were recently reviewed (Mason 1999; Suslick et al . 1999; Von Sonntag et al . 1999).

In the present work we study the physical and chemical consequences of water
vapour on these phenomena. Water vapour has a profound e¬ect on the peak tem-
peratures that can be achieved during violent bubble collapses, and leads to the
production of hydroxyl radicals.

During intense volume oscillations of a bubble, water is constantly evaporating and
condensing, driven by dis-equilibrium between the partial pressure of water vapour
inside the bubble and saturation pressure at the interface. Hence, water vapour ­ lls
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a bubble as it reaches a maximum radius. During collapse, water vapour tends to
condense at the wall.

In an earlier work (Storey & Szeri (1999); henceforth referred to as S&S), we
studied the di¬usive segregation of noble-gas mixtures in collapsing bubbles. It was
shown that the time-scale of mixture segregation due to thermal and pressure dif-
fusion was much longer than the time-scale of the temperature peak caused by the
inertial collapse and rebound. As a result, the inhomogeneous bubble composition
was essentially frozen on the time-scale of the temperature peak. In the present
paper, we reason along the same lines and ­ nd that the bubble motions become
so rapid on collapse that the water vapour at the centre has insu¯ cient time to
escape. Therefore, excess water vapour is left behind in the bubble interior through
the violent collapse.

The trapped water vapour subsequently undergoes rapid chemical reactions. These
primarily endothermic reactions take up a signi­ cant amount of the focused energy,
and are the basis for production of the OH radical that is of keen interest in sono-
chemistry.

Previous authors have considered these matters. Work by Kamath et al . (1993)
separated the chemical kinetics from a Rayleigh{Plesset model to estimate the pro-
duction of OH radicals. Gong & Hart (1998) coupled chemical reactions with a
Rayleigh{Plesset equation and captured some trends observed in sonochemistry
experiments. Yasui (1997b) accounted for chemical reactions and non-equilibrium
phase change in a collapsing air bubble under SBSL conditions. Colussi et al . (1998)
also coupled bubble motions, non-equilibrium phase change, and chemical reactions
in a sonochemistry model. Sochard et al . (1997) modelled free-radical production
in mildly forced bubbles by accounting for non-equilibrium phase change and gas{
vapour inter-di¬usion with a Rayleigh{Plesset model, assuming chemical equilibrium
at all times.

Each of these approaches makes di¬erent simplifying assumptions, which may be
valid at mild forcings. In this paper we will relax many of the usual assumptions
and investigate the physics and chemistry of more strongly forced bubbles in detail.
In particular, we will show that the inter-di¬usion of gas and vapour is crucial to
predicting the amount of OH produced in the bubble and the peak temperature
achieved. Recently, Moss et al . (1999) found that inclusion of water vapour is crucial
to a correct determination of photon yields and light pulse widths in SBSL; we revisit
this point at the end of the paper.

In what follows, we examine the transport of water vapour into and out of the
bubble. The Navier{Stokes equations of a gas mixture are coupled to a reaction
mechanism to determine the fate and consequences of trapped water vapour.

2. Formulation

We shall assume that the single bubble is spherical and is composed of argon, water
vapour, and reaction products (H , H2, O , O2, OH , HO2, H2O2). For convenience,
the argon is regarded as insoluble in the liquid water on the time-scale of the acoustic
forcing. In S&S we showed that the ®ux of argon into the liquid has a negligible e¬ect
on the gas dynamics, as the total mass of argon contained in the bubble ®uctuates
by only ca. 1% over one cycle of forcing. Radiation heat transfer and light emission
have negligible e¬ects on the gas dynamics (Moss et al . 1999).
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(a) Gas dynamics

The starting point for the study is the balance of mass, energy and momentum in
spherical coordinates for an n-component gas mixture, as given in Bird et al . (1960).
The formulation that follows di¬ers subtly from S&S, hence we state the governing
equations of the current work.

The problem is formulated in a Lagrangian way, where r(a; t) is the radial coor-
dinate at time t of a gas `particle’ that was at radial position a at t = 0. In the
present work, the Lagrangian marker particles move with the velocity of the argon,
i.e. @r=@t = vA. This reference velocity is chosen for convenience because the velocity
of the bubble wall moves with the velocity of the (insoluble) argon. We note that
this formulation could be modi­ ed to allow the argon to cross the moving interface.

In the present Lagrangian formulation, di¬usion should be thought of relative
to the background argon velocity, which may be large on collapse. Mathematically,
the transform from Eulerian to Lagrangian coordinates changes the usual Eulerian
material derivative as follows

@

@t
+ v

@

@r
=)

@

@t
+ (v ¡ vA)
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@r
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;

where v is the mass average velocity.
We make the equations dimensionless using the initial values of radius R0, density

» 0, pressure P0, and temperature T0. The velocity scale, v0, is (P0=» 0)1=2, the mass
®ux scale is » 0v0, and the internal energy and enthalpy scale is v2

0 . We make the
viscosity and thermal conductivity ( · and k) dimensionless with the values at the
initial state. The di¬usion coe¯ cients (Dij) are made dimensionless with the aver-
age of the binary coē cient matrix, Davg. Under these transformations, the mass
conservation equations in dimensionless form become
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where » is the density, wi is the mass fraction, ¤ i is the net rate of chemical produc-
tion or destruction, the subscript A denotes argon, the subscript i denotes species i,
and the subscript 0 denotes the initial value. The Jacobian of the map between the
reference and current con­ gurations, J , is given by

J =
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:

The radial di¬usive mass ®ux of species i with respect to the mass average velocity,
ji, is
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where Mi is the molecular weight of species i, M is the mean molecular weight at
the local conditions, xi is the molar fraction, Z0 is the compressibility in the initial
state, KT

i is the thermal-di¬usion ratio, T is the temperature, and P is the pressure.
The Schmidt number, Sc ² · 0=» 0Davg, is the ratio of the di¬usivity of momentum to
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the di¬usivity of mass; the Reynolds number is Re ² » 0R0v0=· 0. The mean di¬usion
coe¯ cient, DM

i , is a function of temperature, pressure and composition. It is de­ ned
as

DM
i =

1 ¡ xiPn
j 6= i xj=Dij

;

where Dij is the binary di¬usion coe¯ cient between species i and j. The thermal-
di¬usion factor is given as

KT
i = xi

X

j 6= i

xj ¬ ij;

where ¬ ij is the thermal-di¬usion factor between species i and j.
The di¬usive mass ®ux written with the mean di¬usion coe¯ cients is an approx-

imation in the interest of computational e¯ ciency (Gardiner 1984; Hirschfelder et
al . 1954). The approximation is valid due to the fact that the other species (besides
argon and water) are present in trace amounts. To ensure that the mass ®uxes sum
to zero, as is required for mass conservation, the ®ux of water vapour is computed
as minus the sum of the ®uxes of all other species, rather than in primitive form.

The balance of linear momentum written in dimensionless Lagrangian form is
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where v is the mass average velocity, and ½ is the deviatoric stress, given as
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3Re

³
@v

@a

@a

@r
¡

v

r

´
:

The energy equation in these variables is
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where the radial heat ®ux is

q = ¡ Cp0T0 » 0

P0

k(T; P; xi)

RePr

@T

@a

@a

@r
+

nX

i= 1

jiHi:

Here Hi is the partial molal enthalpy, and Pr ² Cp0 · 0=k0 is the Prandtl number.
We note that

Cp0T0 » 0

P0
=

®

® ¡ 1

for a perfect gas, where ® is the ratio of speci­ c heats.

(b) Transport properties and equation of state

The transport properties ( · , k, ¬ ij and Dij) are calculated from equations based
on the Chapman{Enskog theory using a Lennard{Jones 12{6 potential with correc-
tions for high temperatures and densities. The individual molecular parameters are
combined in an empirical way to develop e¬ective mixture parameters for use in the
single-®uid equations. These equations are given in detail in the appendix of S&S,
but the essential equations are found in Hirschfelder et al . (1954).
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There are a few minor modi­ cations to the equations used in S&S. In the present
paper, a correction is added in the combination rules for the interaction between polar
and non-polar molecules. The Eucken correction is used for the thermal conductivity
to account for internal degrees of freedom (Hirschfelder et al . 1954). Finally, the
thermal-di¬usion factors are computed using the approximation given by Fristrom
& Monchik (1988) for computational e¯ ciency. We stress that our previous work
shows that the results are relatively insensitive to the transport properties as long
as the general trends with temperature and pressure are captured.

The Soave{Redlich{Kwong equation of state (EOS) is used with combination rules
for the empirical constants of the mixture (Reid et al . 1987). We use the polynomial
data ­ ts for ideal gas speci­ c heats at 1 atm from Gardiner (1984) and compute
departures with the EOS. While this approach may seem overly simpli­ ed compared
with the EOS used in S&S, a similar EOS for water and its reaction products that
allows us to account for ­ nite-rate chemistry is not available. It was found in S&S,
and again in the present work, that the EOS has no impact on the basic physics of
the problem and only modi­ es the ­ nal quantitative answers.

(c) Motion and energy transport in the liquid

Rather than solve the Navier{Stokes equations governing the motion of the liquid,
we assume that a Rayleigh{Plesset-type equation for the bubble radius is valid. The
Rayleigh{Plesset equation is an ordinary di¬erential equation for the bubble radius,
which is coupled with the gas dynamics of the interior through the pressure and stress
at the bubble wall. The form of the equation we use is similar to the one derived
by Prosperetti & Lezzi (1986), di¬ering only in that the present work accounts for
the extra velocity at the interface due to evaporation or condensation. The e¬ect of
evaporation{condensation on the Rayleigh{Plesset equation is very small, but the
e¬ect is included for consistency. The resulting equation is similar to ones derived
by Yasui (1997a) and by Fujikawa & Teruaki (1980).

Rather than solve the full energy equation in the liquid, we solve the boundary-
layer form, as described in detail by Fyrillas & Szeri (1994). The boundary-layer
assumption reduces the energy equation to the linear di¬usion equation in Lagrangian
boundary-layer coordinates. This approximation for the energy equation was used in
Vuong & Szeri (1996) and in S&S.

(d) Evaporation and condensation

The equation derived from kinetic theory given in Carey (1992) is used to compute
the rate of evaporation and condensation at the bubble surface. This is written in
dimensionless variables as

_m00
kin =

r
MH2 O Z0

2 º M0

³
¡ PH2 Op

Tin t
¡ P s atp

Tin t

´
;

_m00
act = ¼ _m00

kin :

9
>=

>;
(2.5)

Here, _m00
kin is the rate at which water molecules hit the interface (from kinetic theory),

¼ is the accommodation coē cient (sticking probability), _m00
act is the rate at which

water molecules hit the interface and undergo phase change, PH2 O is the partial
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pressure of water, P s at is the saturation pressure at the temperature of the interface
Tin t, M0 is the initial molecular mass of the bubble contents. ¡ is a correction for
bulk motion to the interface and remains close to one for low mass transfer. We
emphasize that this equation is only valid for reasonable temperatures and pressures,
and not at the extreme conditions found during a bubble collapse. As we argue below,
the evaporation condition is of vanishing consequence during the terminal stages of
bubble collapse when (2.5) loses validity.

There is some discord in measurements of the accommodation coē cient. The
value we use, ¼ = 0:4, is consistent with that used by Yasui (1997a) (developed from
molecular dynamics simulations) and those recommended by Eames et al . (1997).
The sensitivity of the results to the accommodation coe¯ cient will be considered
later.

(e) Chemical kinetics

Chemical kinetics, described by the reaction mechanism, determines the produc-
tion and destruction of the di¬erent species. The reaction mechanism that we use is
described in Maas & Warnatz (1988). The mechanism includes 19 forward and reverse
elementary reactions and nine species (Ar, H , H2, O , O2, OH , HO2, H2O2). Argon
only enters the mechanism as a third body.

The net rate of progress of each elementary reaction is the di¬erence in the forward
and reverse rate of progress. The forward (reverse) rate of progress is given as the
product of the reaction rate and the concentrations of all species on the reactant
(product) side of the equation. The change in concentration of species i with time
is the sum of the net rate of progress of each elementary reaction that contains
species i. The details can be found in several texts (e.g. Gardiner 1984). In the
present formulation, the chemical kinetics lead to the net chemical production or
destruction term, ¤ i, in (2.2).

The reaction rates are given empirically with the reaction mechanism. The Linde-
mann form is used to take into account the pressure fall-o¬ in some of the three-body
reactions (Gardiner 1984). The high-pressure limit of the reaction rates for available
reactions were taken from Bowman et al . (1999).

The elevated pressure in the bubble upon collapse accelerates the rate of progress
of the reactions, and alters the equilibrium state to which the reactions tend, so that
for a given temperature there is less dissociation at higher pressures. This change in
equilibrium state with pressure is accounted for in the reaction mechanism, because
forward and reverse reaction rates are related through the equilibrium constant.
There is considerable uncertainty in the reaction rates at the high pressures we
shall encounter. The mechanism and reaction rates we use seem to be the best ones
presently available.

The reaction mechanism does not include ionization reactions. The onset of ion-
ization is delayed due to the high pressure. The degree of ionization at the conditions
we report is quite low as estimated by the Saha equation. Moss et al . (1997) put
forth the criterion that the onset of ionization in a dense gas is at one-quarter of
the ionization potential; in the present case, this temperature is ca. 30 000 K. The
results we present are consistent with neglecting ionization based on either of these
criteria.
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(f ) Mass transfer to the liquid

One of the most dī cult quantities to determine accurately is the rate of transport
of radical species into the liquid. While general convection{di¬usion{reaction equa-
tions can be written for each species dissolved in the liquid, this approach involves
many unknowns. For example, data on the solubility of OH radicals in liquid water
vary by two orders of magnitude (Sander 1998). We know of no solubility data for
H or O . Moreover, there is the possibility of heterogeneous surface reactions (Von
Sonntag et al . 1999), which are poorly understood, especially at the time of collapse
when the liquid very near the bubble interface is supercritical.

To avoid these uncertainties we take a very simple approach. To determine the rate
of radical invasion into the liquid approximately, we introduce the uptake coe¯ cient,
£ ,

£ =
Nin ¡ Nou t

Ncoll

; (2.6)

where Nin is the number of molecules invading the liquid, Nou t is the number of
molecules ejected from the liquid, and Ncoll is the number of molecules colliding
with the surface (from kinetic theory). This view of mass transfer is oversimpli­ ed;
one can easily see that £ is not an intrinsic quantity (Takami et al . 1998; Chameides
1984).

This approach has, nevertheless, been used to determine the absorption of radical
species onto liquid and solid surfaces. The uptake coē cients have been measured for
some of the species in our system over aqueous surfaces (Takami et al . 1998; Hanson
et al . 1992). We shall study the in®uence of uptake coē cient on the results of our
calculations below.

(g) Numerical method

The same Chebyshev collocation method is used that was described in detail in
S&S. The variables in the gas are approximated by expansions in Chebyshev poly-
nomials in the argon Lagrangian coordinate, a. The temperature in the liquid is
approximated with an expansion in rational Chebyshev polynomials. The equations
in the gas evolve with a straightforward explicit predictor{corrector scheme. We use
standard operator splitting (Press et al . 1988) to solve the chemical kinetics equa-
tions separately, with a semi-implicit method to avoid time-step restrictions caused
by the sti¬ness of these equations. The energy equation in the liquid is integrated in
time with a fully implicit method to avoid time-step restrictions associated with the
close spacing of grid points near the bubble wall. As an error check, global balances
of mass and energy are monitored; imbalances always remain below a fraction of a
per cent.

3. Results and discussion

We begin by presenting detailed results of one particular con­ guration. Due to the
complexity of the problem, we shall attempt to present the results in a systematic
way in order to demonstrate the importance of certain phenomena. The cases to be
investigated are as follows.
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Table 1. Summary of the di® erent cases investigated in detail

(In all cases the bubble is a 4.5 m radius argon bubble in water at 298 K acoustically forced
with a 1.2 bar pressure amplitude at 26.5 kHz.)

case phase change chemistry OH uptake Rm ax =Rm in ( m) Tm ax (K)

I no no 0.0 28.0/0.80 20 900

II yes no 0.0 31.3/0.70 9 700

III yes yes 0.0 31.7/0.65 7 000

IV(a) yes yes 0.001 31.7/0.65 7 000

IV(b) yes yes 0.01 31.7/0.65 7 000

Case I: no water vapour allowed in the bubble.

Case II: water vapour allowed to evaporate and condense but no chemical reactions.

Case III: water vapour and chemical reactions but no mass transfer across the
bubble interface.

Cases IV(a) and IV(b): mass transfer of OH across the bubble interface at dif-
ferent uptake coē cients.

In all cases the bubble is a 4.5 m-radius argon bubble in 298 K water acoustically
forced with a 1.2 bar pressure amplitude at 26.5 kHz. These cases are summarized in
table 1. With respect to SBSL, this bubble was found to be stable to mass exchange
and shape changes, though would have minimal light emission (Hilgenfeldt et al .
1996; Wu & Roberts 1998a; b). We describe the results for more strongly forced
bubbles below. The data we obtain are for steady-state oscillations, i.e. after the
decay of initial transients. After presenting the details of these cases, we consider
variations in the parameters to illustrate interesting trends.

(a) Excess water is trapped by the rapid collapse

We shall now argue that signi­ cant amounts of water vapour become trapped in
the interior of the bubble when it collapses violently. Water is trapped in the interior
because the bubble motions become so rapid that the vapour near the centre has
insū cient time to di¬use to the bubble wall. Non-equilibrium phase change also
plays a signi­ cant role in the amount of water that is trapped. All results in this
subsection apply to case II; this case allows one to focus on the dynamics of evapora-
tion, condensation and di¬usion of water inside the bubble without the complication
of chemical reactions.

In ­ gure 1, we show the radial history of the bubble over one cycle of the acoustic
forcing in case II. The essential features of the bubble dynamics for cases I and II are
the same, but the inclusion of water vapour increases the maximum radius and delays
the collapse. The di¬erence is to be expected because case I has no vapour pressure.
The compression ratio (Rm ax=Rm in ) for cases I and II is 35 and 44, respectively. The
compression ratio is an approximate way of separating out di¬erences in the results
due to di¬erences in the bubble dynamics. Typically, a higher compression ratio leads
to more compression heating and higher temperatures, if all else is equal. We return
to this point later.
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Figure 1. Radius of the bubble versus time over one cycle of acoustic forcing in case II.
The essential features for cases I, II, III and IV are the same.
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Figure 2. Total number of water-vapour molecules contained in the bubble versus time over one
cycle of acoustic forcing in case II. Note that water comprises ca. 14% of the bubble contents at
the end of the main collapse.
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Figure 3. Temperature (a) and total number of water molecules contained in the bubble (b) versus
time around the point of minimum radius (time = 0) in case II. The temperature undergoes
order-of-magnitude changes on this time-scale, while the total number of water molecules changes
very little.

In ­ gure 2, we show the total number of H2O molecules contained within the
bubble over the acoustic cycle (case II). A large amount of water evaporates into
the bubble during the main expansion when the pressure is low. Water condenses on
the bubble wall during the collapse as the gas pressure increases. There is signi­ cant
water vapour in the bubble at the main collapse: ca. 14% (molar basis) of the total
bubble contents is water vapour. If the interface were at equilibrium and the speed
of mass di¬usion were in­ nite, there would be a negligible amount of water in the
bubble on collapse.

In ­ gure 3, we show the temperature history of the centre and the total number
of water molecules in the bubble around the time of minimum radius (time = 0) in
case II. Over the 10 ns time-scale, the total amount of water vapour contained in the
bubble is nearly constant, whereas the temperature changes by an order of magni-
tude. This recalls S&S, in which it was shown that evolving mixture compositions
were essentially frozen on the time-scale of the temperature peak.

The temperature peak may be related to the light emission. The equation for
optical power given by Moss et al . (1999), with a constant opacity, provides an easy
estimate for the optical power output as a function of time. For case II, this estimate
gives a light emission pulse width (FWHM) of 350 ps, which is much shorter than the
ca. 2000 ps temperature peak. This optical-pulse-width estimate would be somewhat
shortened if the temperature dependence of the opacity were taken into account.
The peak optical power is ca. 0.1 mW, although this number is very sensitive to the
opacity. Typical stable SBSL experiments (at higher forcings than the present case)
yield light emission of the order of milliwatts per ®ash (Gaitan et al . 1996; Hiller et
al . 1992).

Proc. R. Soc. Lond. A (2000)



Water vapour, sonoluminescence and sonochemistry 1695

0 5 10 15 20 25

0.2

0.4

0.6

0.8

1.0

- 843 ns

- 455 ns

- 299 ns

- 153 ns

 - 41 ns

 - 15 ns

   0 ns   - 5 ns

radial position (µm)

m
ol

ar
 f

ra
ct

io
n

Figure 4. Molar fraction of water vapour versus radius for selected times prior to the moment of
minimum radius (time = 0) in case II. Note the development of the non-uniform composition as
the collapse accelerates toward minimum radius. In the last 15 ns before minimum radius, the
composition changes by only a few per cent when viewed in the Lagrangian frame instead.

There are two mechanisms that determine the excess vapour left behind at the
collapse: ­ nite-rate mass di¬usion and non-equilibrium phase change. We examine
each mechanism and their interaction in turn.

(i) Role of di® usion

The ­ rst reason for excess water vapour remaining during the collapse is the rapid
bubble collapse overwhelming slow mass di¬usion: this was extensively discussed
in S&S. In S&S it was shown that there is a competition between two important
time-scales: the dynamic time-scale of the bubble motions and the mass di¬usion
time-scale. These are given explicitly in dimensionless terms as

½ d yn = R= _R;

½ d if = ReSc
R2

D M
H2 O

º ReSc
1

R
p

T
:

In the latter, we made use of the fact that the di¬usion coē cient of water vapour
in the gas mixture, D M

H2 O , scales as R3p
T .

The time-scales argument is clari­ ed upon examination of ­ gure 4, which shows
the evolving bubble composition as a function of radius at selected times before the
time of minimum radius (case II). In the early part of the collapse, the dynamic time-
scale is longer than the di¬usion time-scale, ½ d yn ¾ ½ d if ; this results in a uniform
composition of the bubble (upper curves in ­ gure 4). As the bubble accelerates into
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the collapse, ½ d yn ¹ ½ d if and the decrease in water fraction at the centre begins to
lag, the decrease in water fraction at the wall (middle curves of ­ gure 4). Further
into the collapse, ½ d yn ½ ½ d if and the water vapour cannot di¬use to the bubble wall
on the time-scale of the rapid collapse. This slow di¬usion results in a nearly ­ xed
distribution of water vapour (three lowest curves of ­ gure 4).

While the three lowest curves in ­ gure 4 look quite di¬erent in this Eulerian
representation, they di¬er by only a few per cent when viewed in the Lagrangian
representation (not shown). The curve at ¡ 15 ns is from a time when R = R0, and
the temperature at the centre is ca. 750 K. The curve at 0 ns is from the time of
minimum radius (0:15R0), when the temperature at the centre is 9700 K. Consistent
with ­ gure 3, over times when there are drastic changes in the bubble radius and
temperature, the composition of the bubble is almost a material ­ eld.

(ii) Role of non-equilibrium phase change

Non-equilibrium phase change is the second mechanism by which vapour is trapped
in the bubble interior during the collapse. By adjusting the accommodation coē -
cient, one has control over the time-scale for the partial pressure of the water vapour
to come to equilibrium with the saturation pressure at the interface. The dimension-
less condensation time-scale is

½ con d =
R

¼

r
2 º MH2 O

9M0Tin t
:

When ½ d yn ¾ ½ con d , the condensation is in quasi-equilibrium with respect to the
bubble motions. If ½ d yn ½ ½ con d , then the bubble collapse is so rapid that no mass
can escape the bubble on the time-scale of the collapse.

(iii) Interaction of the two mechanisms

It is the competition between the time-scales for mass di¬usion, condensation and
bubble dynamics that determines which mechanism traps water vapour in the bubble.
Once ½ d yn ½ ½ d if or ½ d yn ½ ½ con d , the total amount of water vapour in the bubble
is ­ xed. Only one of these conditions needs to be met for vapour to be trapped in
the bubble. Both mechanisms can, however, participate to determine the quantity of
trapped vapour.

During the bubble collapse, the condition ½ d yn ½ ½ d if is reached well before ½ d yn ½
½ con d in case II. Therefore, in this case (as well as the others presented herein), it is
the slow mass di¬usion that is responsible for trapping vapour in the bubble.

For cases where slow mass di¬usion traps the vapour, non-equilibrium phase
change helps to determine the amount trapped. The accommodation coē cient rep-
resents a resistance to condensation at the interface during collapse of the bubble. A
lower value of accommodation coē cient provides more resistance to phase change,
clearly increasing the mass of water retained in the bubble at any time during the
collapse. The importance of the non-equilibrium phase change can be estimated by
comparing ½ d yn with ½ con d at the time that ½ d yn = ½ d if . The closer ½ d yn is to ½ con d ,
the more important non-equilibrium phase change is in determining the amount of
water trapped.

Colussi et al . (1998) developed a model including chemical reactions in a collapsing
bubble using an accommodation coē cient of ¼ = 0:001, but did not take into
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account the ­ nite rate of mass di¬usion. The low value of ¼ , which works to trap
signi­ cant water vapour at collapse, was necessary for their model to be consistent
with experimental sonochemistry data. When such a low value for ¼ is used, the
condition ½ d yn ½ ½ con d is reached well before ½ d yn ½ ½ d if (the opposite of our case).
Such a low accommodation coē cient works to trap signi­ cant amounts of water
vapour in the bubble, but in this case the hindered ®ux at the interface eliminates
mass transfer out of the bubble while the distribution of water vapour within is
essentially uniform. In the present work, we argue that the signi­ cant amounts of
water vapour trapped in the bubble are a consequence of slow di¬usion as well as
non-equilibrium phase change.

The temperature of the interface exceeds the critical point for a very brief time
(from ¡ 340 ps to 1800 ps relative to the time of minimum radius). For the conditions
we explored, the maximum thickness of the supercritical region is quite thin, less than
1% of the bubble radius, i.e. ca. 10 nm. We neglect any changes in the liquid equation
of state and transport properties when the interface exceeds the critical temperature.
This assumption is justi­ ed based on the thinness of the region, and the fact that the
critical temperature is reached very late in the collapse. Any disturbances caused by
the supercritical interface have insu¯ cient time to propagate into the bubble interior
on the main collapse. Although the evaporation equation is invalid for these short
times, the total mass added to the bubble is negligible, regardless of the magnitude
of evaporative mass ®ux. The issue of the super-critical interface may require future
improvements, but is beyond the scope of the present work.

As a ­ nal note, both thermal and pressure di¬usion also play a role in determining
the distribution of water vapour during the collapse. In the argon{water system, the
thermal-di¬usion coe¯ cient is small and the molecules are of similar size, hence pres-
sure di¬usion is quite weak. Little di¬erence is seen in calculations with and without
these other forms of mass di¬usion. In a helium or xenon bubble in water, thermal
and pressure di¬usion are more pronounced and can cause a 10{15% di¬erence in
the amount of trapped water vapour. In the interest of brevity, we will not discuss
these results further here.

(b) Gas-phase chemical reactions break apart H2O and reduce the temperature

Now we turn to an investigation of what transpires when chemical reactions are
taken into account (case III). We shall show that there is signi­ cant time for reactions
to occur, i.e. the time-scale for chemical reaction is similar to that of the bubble
collapse. The primarily endothermic reactions absorb a signi­ cant amount of energy
and further reduce the peak temperatures from cases I and II. The distribution of
species produced in the bubble is determined by di¬usive transport of water vapour
prior to the collapse and heat transfer out of the bubble during the collapse. The
steep temperature gradient at the wall con­ nes the bulk of the chemical reactions to
the bubble interior.

(i) Consequences of chemistry

The overall bubble dynamics of cases II and III are essentially the same with a
compression ratio of 49 in case III (slightly higher than case II). A convenient point
of departure is to compare the temperature histories of the bubble centre around
the main collapse for the three cases we have considered (see ­ gure 5). The inclusion
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Figure 5. Temperature history of the centre of the bubble around the time of minimum radius
(t = 0) in cases I, II and III. Note the reduction in temperature from case I ({ { {) to case II
({ { {) as water is allowed to enter the bubble. The chemical reactions added in case III (||)
further reduce the temperatures.

of water vapour (case II) signi­ cantly reduces the peak temperature from case I.
The decrease in temperature is due mainly to the decrease in the ratio of speci­ c
heats of the mixture, which reduces the compression heating. Upon comparison of
cases II and III, one observes that the chemical reactions further reduce the peak
temperature due to the endothermic decomposition of the water vapour. The centre
temperature histories of cases II and III are nearly identical below 4000 K.

It is important to understand that the temperature di¬erences in these three
cases are not due to subtle di¬erences in bubble dynamics. The compression ratio
(Rm ax=Rm in ) of the three cases increases from case I to case II to case III, whereas
the temperature decreases in this order. This decrease in temperature occurs despite
the fact that a higher compression ratio will lead to more compression heating in the
bubble collapse, all other things being equal. In all these cases there are no shocks
inside the bubble. Shocks will be considered in x 3 e.

In ­ gure 6, we show the history of the total number of molecules of the di¬erent
species as a function of time on the same time-scale as in ­ gure 5. The lowest curve is
the total amount of water vapour only. The next curve is the total amount of water
vapour plus the total amount of H2. Each curve represents the addition of one species,
as labelled, until the uppermost curve denotes everything but argon. We do not label
HO2 and H2O2 as they appear only in trace amounts. One observes which species
are most abundant during the time of the main collapse. Note there is a relatively
large amount of undissociated water considering the elevated temperatures. This is
primarily a consequence of the high pressure suppressing the dissociation of H2O.

From ­ gures 5 and 6 one observes that the onset of signi­ cant chemical activity in
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Figure 6. Cumulative number of molecules of each species in case III. The lowest curve is the
total number of water molecules, the next curve is total water + H2 , and so on. H2 O2 and HO2

are neglected in this plot as they appear in trace amounts.

the bubble corresponds to a centre temperature of ca. 4000 K. Therefore, the reduced
temperature of case III shown in ­ gure 5 can be attributed to the endothermic
chemical reactions. Although the bubble dynamics are quite rapid, the chemical
reactions keep pace, as is shown by the similar time-scales of the changing quantities
in ­ gures 5 and 6. The rapid rate at which the reactions progress is due to the very
high density. Recall that the rate of progress of each reaction is directly related to
the species concentration (mol cm¡3).

(ii) Dynamics and distribution of OH production

In sonochemistry applications, the invasion of OH radicals into the liquid is
thought to be responsible for much of the complex and useful chemistry that occurs.
Therefore, we shall focus on the behaviour of this species in particular. In ­ gure 7, we
plot the total number of OH molecules contained in the bubble on two time-scales:
over one acoustic cycle in ­ gure 7a; and around the time of collapse in ­ gure 7b. The
initial concentrations of all species were selected so that the chemical production and
destruction balanced in one acoustic cycle. The main collapse is associated with a
rapid creation of OH once the temperature exceeds 4000 K.

Upon rebound, the bubble rapidly cools and the OH and other products tend to
recombine back into H2O. These recombination reactions proceed more slowly than
the dissociation reactions upon collapse. The result is that the bubble is left with a
super-equilibrium amount of OH after it has cooled to ambient temperature. This
super-equilibrium OH then slowly decays through the rest of the cycle with brief
spurts of production and destruction at each of the after-bounces.
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Figure 7. Total number of OH molecules contained in the bubble versus time over one acoustic
cycle (a) and around the time of minimum radius (b) in case III. The ¯rst sharp peak in (a)
is expanded in (b). Subsequent peaks in (a) correspond to local radius minima in the bubble
dynamics. The initial amounts of OH and all the other species were chosen for no net species
production or destruction over an acoustic cycle.

The distribution of OH in the bubble is characterized by a fairly uniform con-
centration through much of the bubble interior and a very sharp gradient near the
wall. This sharp gradient is a result of heat transfer during the collapse. During
compression, conduction between the hot interior and the cool wall sets up a thin
temperature boundary layer. This boundary layer con­ nes the chemical reactions to
the interior, away from the interface. The cooler wall leads to a much lower concen-
tration of OH at the interface than in the centre at the time of the main collapse.
In ­ gure 8 we show the molar concentration history of OH at the centre and at the
interface. When the bubble is at minimum radius and the OH concentration at the
centre is at its maximum, the concentration at the wall is three orders of magnitude
lower.

Because the chemistry time-scale is much faster than the di¬usion time-scale, OH
is produced where water vapour was trapped at high enough temperature. The liquid
interface is insulated from the high concentration of OH generated deep inside in the
bubble. The only OH produced at the centre that reaches the bubble interface is the
slowly decaying super-equilibrium OH that is left inside the bubble on re-expansion.

(c) OH uptake by the liquid does not in° uence the bubble interior

The inclusion of liquid uptake of OH (case IV) adds further complications; we
now try to illuminate some of the main qualitative features. We shall argue that OH
uptake has little e¬ect on the gas dynamics and chemical production.
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Figure 8. Molar concentration of OH at the centre (||) and the interface ({ { {) versus time
around the point of minimum radius. Note that the concentration at the centre is about three
orders of magnitude greater than at the interface at the point of minimum radius.

Due to di¬ering ideas on the proper value of the uptake coe¯ cient, the values are
set at £ = 0:001 and £ = 0:01 (cases IV(a) and IV(b)) consistent with the work of
others to which we made reference earlier. The bubble dynamics and temperature
pro­ les for cases IV(a) and IV(b) are indistinguishable from those for case III. In
­ gure 9 we show the total number of OH molecules in the bubble versus time on
two di¬erent scales for cases III, IV(a) and IV(b). The history for one acoustic cycle
is plotted in ­ gure 9a, and the history concentrated at the main collapse is plotted
in ­ gure 9b.

In the main expansion when the bubble is cool, the OH resident in the bubble
will invade the liquid, as can be seen by the decrease in the amount of OH at the
end of the long expansion as the uptake increases. When the bubble collapses, the
chemical production of OH from recently evaporated water rapidly overwhelms the
OH uptake by the liquid. As the bubble proceeds into the collapse, the curves of
total OH content for di¬erent uptakes become indistinguishable. The total amount
of OH in the bubble is dominated by the amount created in the interior, away from
the wall. The total amount of OH lost to the liquid during a collapse is only a
fraction of the amount contained in the bubble. Hence, the peak amount of OH in
the bubble during the collapse is insensitive to the uptake coē cient of OH . Similar
statements apply to uptake of other species.

In ­ gure 10 we show, for the purposes of qualitative discussion, the total mass
of OH exiting the bubble in cases IV(a) and IV(b). While the OH uptake coef-
­ cient does not in®uence the total amount of OH contained in the bubble at the
main collapse, there are large di¬erences in the amount invading the liquid over
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Figure 9. Comparison of total amount number of OH molecules in the bubble versus time over
one acoustic cycle (a), and focused around the time of minimum radius (b) in cases III (||),
IV(a) ({ { {) and IV(b) ({ { {). The uptake of OH plays a role during the slow expansions
when the resident amount of OH left in the bubble is well above chemical equilibrium. At the
collapse, OH uptake does not in° uence the total amount of OH production.

a cycle. Much of the OH uptake occurs during the main collapse and the subse-
quent re-expansion when the concentration of OH at the wall is at its maximum
(see ­ gure 8). Further uptake occurs throughout the cycle at each of the after-
bounces.

(d ) Inclusion of water vapour alters the e® ect of increased forcing

Next we shall compare the results of cases I, II and III with all parameters ­ xed
except for the acoustic pressure amplitude, which varies between 1.0 and 1.3 bar.
We that note this is experimentally awkward for SBSL, because pressure amplitude
and ambient radius are dependent quantities through the mass exchange equilibrium
of recti­ ed di¬usion (Hilgenfeldt et al . 1996). The way we present these results is
nonetheless useful, as it demonstrates the importance of water vapour in the under-
standing of sonoluminescence and sonochemistry.

Because the bubble dynamics are altered by the inclusion of water vapour, we
use the compression ratio as the distinguishing parameter. In ­ gure 11, we plot the
maximum centre temperature versus the compression ratio for cases I, II and III. The
calculations in ­ gure 11 are devoid of strong shocks, a matter to which we devote
more attention below. If there are strong shocks, then ­ gure 11 will look the same
in terms of a suitably averaged temperature rather than the centre temperature.
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Figure 10. Comparison of the amount of OH absorbed by the liquid versus time for cases IV(a)
(||, uptake coe± cient £ = 0:001) and IV(b) ({ { {, £ = 0:01). Most of the OH uptake
occurs at the main collapse and the subsequent after-bounce.

In case I, the plot shows linear behaviour (on the log{log scale). One observes that
when water vapour is not taken into account, stronger forcing yields more extreme
temperatures.

In case II, the relationship between compression ratio and maximum temperature is
very di¬erent. First, we note that the amount of water trapped in the bubble increases
with compression ratio. If we revisit the water-trapping mechanism (x 3 a (iii)), this
trend is readily explained. The increase in water-vapour content reduces the ratio
of speci­ c heats of the gas{vapour mixture and, hence, reduces the compression
heating.

At low compression ratios in case II, the temperature increases with compression
ratio in a manner very similar to case I. At low compression ratios, the amount
of water at collapse is very small; the bubble is nearly pure argon. As the forcing
is increased, more water is trapped and the maximum temperature of the bubble
becomes nearly constant. In this range of bubble dynamics, there is an almost per-
fectly compensating e¬ect (with respect to peak temperature) between the decrease
in speci­ c-heat ratio and the increase in compression. Case III is very similar to
case II, except that the plateau in temperature occurs at a lower temperature, a
consequence of the endothermic chemical reactions.

(e) Inclusion of water vapour promotes the formation of shocks

Water vapour is of great importance in the formation of shocks in very strongly
forced bubbles. We shall brie®y consider a 6.0 m bubble forced with a pressure
amplitude of 1.4 bar at a frequency of 20.6 kHz (Case A1 in Moss et al . (1999)).
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Figure 11. Change in centre temperature versus compression ratio in cases I ( )̄, II ( ¤ )
and III (+). In this plot, all parameters were held constant except the pressure amplitude,
which was varied between 1.0 and 1.3 bar. Case I shows a steady increase in temperature with
compression ratio. Cases II and III reach a maximum temperature as the forcing is increased.

When water vapour is neglected, a compression wave is launched into the bubble on
collapse, but the wave does not steepen into a shock. When water vapour is taken
into account (with or without reactions), the compression wave steepens into a strong
shock very near the centre of the bubble. Vuong et al . (1999) showed that the rate
of steepening depends on the amount of compression heating before the compression
wave is launched.

In very recent work, Lin & Szeri (2000) used the wavefront expansion technique to
determine the evolution of a compression or rarefaction wavefront that is propagating
spherically into a collapsing or expanding gas of non-uniform entropy. This analytical
work supports the idea that when the speed of sound is higher at the centre (due
to temperature and composition inhomogeneities), shock formation is delayed or
prevented. Furthermore, this work demonstrated that the inward radial velocity also
hinders the steepening of compression waves into shocks.

Consistent with the arguments made in Lin & Szeri (2000), Vuong et al . (1999)
and Moss et al . (1999), our results show that the decrease in the ratio of speci­ c
heats due to an increase in the water-vapour content can promote shock formation.
The point we want to emphasize is that the question of shock formation cannot be
undertaken without consideration of water vapour.

With respect to total chemical production, shocks are of negligible consequence.
The shock in®uences only about the inner 10% of the radius, which is only 0.1% of
the volume. Therefore, the increased production of OH at the centre does not a¬ect
the total amount produced in the bubble.
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4. Relevance to sonochemistry

In sonochemistry, one interpretation of how much OH is available to react in the
liquid is to assume that, in multi-bubble situations, the bubbles will be unstable on
collapse and break apart, in some way dispersing their total OH content into the
liquid. This view was promoted by Colussi et al . (1998). If we take this view, we
might regard the peak amount of OH in ­ gure 7 to be the available sonochemical
OH . We remind the reader that peak amounts of total OH at the collapses are
completely insensitive to the uptake coē cient.

An alternative view is that the bubbles are stable and the OH radicals enter
the liquid by uptake across the interface. If we take this view, we might regard the
amount of OH in ­ gure 10 to be the available sonochemical OH for each cycle. The
total mass of OH leaving the bubble depends on the concentration at the wall and
on the uptake coē cient, as we have shown.

We expect that, in reality, the OH transport to the liquid would be some com-
bination of these two proposed mechanisms: the important mechanism will depend
upon the application. The total amount of OH available in the bubble is a few orders
of magnitude greater than the amount taken up by the liquid in one cycle. Thus,
the unstable bubble mechanism may be the important one in many applications.
Bubbles would have to be stable for thousands of cycles for the mass-transfer mecha-
nism to compete in terms of quantity of OH donated to the liquid. The OH -uptake
mechanism may be important in other applications.

The total amount of OH in the bubble is insensitive to the uptake by the liquid
because the evaporation of water on every expansion provides the `fuel’ to produce
many more OH radicals at the collapse than are lost via uptake to the liquid (assum-
ing a stable bubble). Reactions involving O and H chemistry should be contrasted
with the chemistry of other species. One example is the dissociation hypothesis of air
bubbles (Lohse et al . 1997). The hypothesis is that on the collapse of an air bubble,
the nitrogen reacts with water vapour, producing NH3, a very soluble species. The
NH3 will tend to leave the bubble at a fast rate (i.e. the associated uptake coe¯ cient
is large). While small amounts of dissolved N2 will come into the bubble on the
next expansion when the bubble is larger than the ambient radius, this rate is slow
compared with the uptake of NH3. The bubble is soon devoid of nitrogen due to the
ease with which NH3 leaves the bubble compared with the di¯ culty with which N2

enters it.
Hence, for understanding the composition of stable bubbles, OH uptake by the

liquid is not important, due to rapid evaporation of H2O on the expansion. NH3

uptake is important due to the slow rate that N2 enters the bubble on the expansion.
One should keep these facts in mind when thinking of how the present results on
water-vapour chemistry may apply to chemical systems more complicated than a
monatomic gas and water.

Finally, on the basis of the ­ ndings presented in this paper, one might be tempted
to think that simply by suppressing evaporation of water into the bubble, e.g. by
adding salt or reducing the bath temperature, one has direct control over conditions
at the collapse. The situation is, however, more complicated, because adding salt
(Wall et al . 1999) or manipulating the liquid temperature can drastically change the
gas solubility. The change in solubility can a¬ect the ambient bubble radius, leading
to di¬erent bubble dynamics.
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5. Conclusions

In this paper we attempted to illuminate the important role that water vapour plays
in the physics of strongly collapsing bubbles. Water vapour is trapped inside the bub-
ble during the violent collapse. The amount and distribution of water vapour in the
bubble is frozen on the time-scale of the peak temperature. The trapping mechanism
can be understood by a relative-time-scales argument: the bubble-dynamics time-
scale becomes much faster than the mass-di¬usion time-scale at some point in the
collapse. The amount of water left behind depends sensitively on the non-equilibrium
phase change.

The trapped water vapour undergoes chemical reactions on the time-scale of the
bubble dynamics. The products of reaction inside the bubble are distributed accord-
ing to where chemical reactions occur; di¬usion e¬ects are small in this regard. Due
to the large temperature gradient at the bubble wall, most of the chemical activity
occurs within the bubble interior. This temperature gradient keeps the concentration
of OH about three orders of magnitude lower at the wall than at the centre. Water
vapour and its destruction in endothermic chemical reactions signi­ cantly reduce the
peak temperatures achieved during the rapid collapse.

The phenomenon of OH uptake into the liquid had only a small e¬ect on the
overall properties of the bubble (i.e. mass, temperature, composition). This insensi-
tivity to OH uptake into the liquid is due to the fact that the large amounts of OH
produced by the bubble remain in the centre and the OH concentration at the wall
remains relatively low.

Through variations of parameters we explored some interesting trends when water
vapour and reactions are taken into account. When water vapour is neglected, the
peak temperature achieved in the collapse increases with forcing when all other
parameters are ­ xed. When water vapour is included, the simultaneous increase
in water content and compression ratio with increased forcing nearly compensate
one another: the consequence is that the peak temperature of the bubble is nearly
constant with increased forcing. This is an example of an important trend that
changes if water is not taken into account.

We also investigated the case of more strongly forced bubbles. We showed that
neglect of water vapour can prevent shocks from forming. When water vapour is
allowed into the bubble, a shock can form near the centre in very strongly forced
cases. Physical phenomena can be overlooked if water vapour is neglected.

We discussed the relevance of this work to sonochemistry. Two ideas have been
advanced for OH dispersal into the liquid. The ­ rst mechanism assumes that the
bubble bursts on collapse and that the OH is somehow mixed with the liquid. The
second mechanism assumes that the bubble is stable and that the OH is taken in
by the liquid throughout the bubble oscillations. The second mechanism is far less
productive than the ­ rst.

Finally, we ­ nish with a connection to light emission that provides a measure of
con­ dence in the present results. The amount of water vapour that Moss et al . (1999)
used was determined by matching their calculated results with the experimental data
for photon yields and pulse widths measured by Gaitan & Holt (1999) and Hiller et
al . (1998), respectively. In table 2, we compare the uniform molar fraction of water
vapour that Moss et al . (1999) used with the amount we determined with the present
method. Because the composition is non-uniform, we give the fraction of vapour at
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Table 2. Comparison of the amount of water vapour trapped in the bubble at collapse
determined by the present work versus the amount determined by Moss et al. (1999)

(The vapour in Moss et al . (1999) was assumed to be uniform throughout the bubble. The mole
fraction of vapour at the centre and based on the total contents, determined by the present
method, is compared with the (uniform) fraction determined by Moss et al . (1999) to yield
photon counts and pulse widths in concert with experiments (see text). The case number refers
to table 1 in Moss et al . (1999).)

R0 PA vapour vapour vapour

case ( m) (bar) Moss (%) centre (%) total (%)

A1 6.0 1.40 40 56 33

B1 4.0 1.32 36 48 27

C1 2.1 1.29 30 41 22

the centre and based on the total bubble contents. One observes not only that the
actual numbers are in excellent agreement, but that the trend is captured as well.
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